
1 
 

 

 

 

The Influence of AI-Generated News on Public Trust 

in Journalism: Evidence from the UK 

Victoria L. Sinclair1 

1 University of Salford, Manchester, UK 

Correspondence: Victoria L. Sinclair, University of Salford, Manchester, UK. 

 

doi:10.56397/JRSSH.2025.02.01 

 

Abstract 

The integration of Artificial Intelligence (AI) in journalism is transforming the media landscape, 

particularly in the UK, where AI-driven news production tools are increasingly utilized to improve 

efficiency and content delivery. This paper explores the impact of AI-generated news on public trust in 

journalism by examining case studies of AI adoption, analyzing how AI affects credibility, and 

discussing the role of transparency in mitigating concerns. While AI enhances the speed and accuracy 

of reporting, particularly in data-heavy areas such as finance and sports, concerns about bias, lack of 

human empathy, and transparency persist. The paper argues that transparency in AI use and an 

awareness of the limitations of machine-generated content are essential to rebuilding trust in 

AI-powered journalism. As AI continues to evolve, media outlets must navigate the delicate balance 

between automation and ethical journalism to maintain public confidence. 
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1. AI Integration in Journalism 

The integration of Artificial Intelligence (AI) into 

journalism has become a game-changer, 

transforming how news is produced, distributed, 

and consumed. AI’s role in automating news 

production is growing increasingly central, 

enabling media organizations to generate stories 

quickly and with minimal human involvement. 

As of recent estimates, AI is responsible for 

generating around 20-30% of all news articles in 

certain sectors, such as sports, finance, and 

weather, where data can be easily analyzed and 

translated into narrative form (Graves, 2018). 

Major media outlets like The Associated Press 

and Reuters have already deployed AI to cover 

earnings reports and sports events, producing 

hundreds of articles per day with the help of AI 

systems. 

AI’s involvement in news production is largely 

driven by Natural Language Processing (NLP) 

technologies, which allow machines to 

understand, process, and generate human 

language. AI tools such as Wordsmith and Quill, 

both of which are used by The Associated Press, 

automatically generate reports based on 

structured data like stock market movements or 

sports statistics. These tools enable journalists to 

focus on more complex and investigative stories 

while AI handles the heavy lifting of routine 

reporting. A notable example in the UK is the 

BBC’s collaboration with AI developers to 

automate simple news tasks, such as traffic 
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reports or financial summaries, thus allowing 

journalists to focus on more creative aspects of 

reporting. AI’s speed and efficiency in these 

tasks have made it an invaluable asset for media 

organizations facing pressure to deliver 

breaking news 24/7, especially in an era of rapid 

digital consumption. 

Technological tools and innovations in UK 

media have further cemented AI’s role in 

modern journalism. In 2020, the UK’s major 

broadcasters and news websites were quick to 

embrace AI to optimize content creation, 

distribution, and personalization. The BBC, for 

instance, introduced an AI-based system to 

recommend news content tailored to individual 

user preferences, enhancing audience 

engagement. AI is also used to monitor social 

media platforms for trending topics, helping 

journalists to identify breaking stories and 

timely angles. As part of its efforts to enhance AI 

capabilities, The Guardian developed an AI tool 

that helps journalists research and identify 

trending subjects by analyzing vast quantities of 

online data. This automation speeds up the 

news cycle and ensures that reporters can stay 

ahead of the curve, delivering content that 

resonates with their audience in real-time. 

The growth of AI-driven news outlets in the UK 

is another significant trend that underscores AI’s 

increasing influence in journalism. According to 

a 2021 report by the Reuters Institute for the 

Study of Journalism, more than 60% of UK 

media organizations were using some form of 

AI or automation in their newsrooms (Reuters 

Institute, 2021). Some outlets, like the financial 

news service CityAM, use AI tools to create 

stock market analysis reports in real-time, 

cutting down reporting time and allowing 

journalists to cover a larger number of stories. In 

addition, new AI-driven news outlets are 

emerging, with platforms like OpenAI News 

experimenting with fully automated content 

creation. These organizations rely on AI for 

everything from story generation to 

photojournalism, automating large sections of 

content creation while maintaining editorial 

control over the final output. 

The rapid growth of AI-driven news outlets is 

also reflected in the number of news 

organizations adopting AI to enhance their 

editorial operations. A study by Journalism.co.uk 

found that nearly 40% of UK publishers were 

using AI tools for audience targeting and 

content optimization (Journalism.co.uk, 2020). In 

some cases, this has led to the rise of robot 

reporters—journalists powered by AI who 

autonomously produce articles based on data 

inputs. This trend has sparked debates over the 

future role of human journalists in newsrooms, 

with some experts predicting that AI could 

eventually replace human reporters in specific 

areas like reporting on public data and events 

that are data-heavy. 

AI’s continued growth in the UK media 

landscape points toward a future where artificial 

intelligence becomes a central part of news 

production. However, the integration of AI also 

presents challenges for traditional journalism, 

particularly regarding ethical considerations, 

transparency, and the potential displacement of 

human workers. With AI-driven tools producing 

vast amounts of content, the industry must 

grapple with the implications of automation on 

the quality, diversity, and accountability of news 

coverage. 

2. Understanding Public Trust in Journalism 

Public trust in journalism is a foundational 

element that sustains the relationship between 

media outlets and their audiences. Trust in the 

media refers to the belief that news 

organizations consistently deliver accurate, 

unbiased, and reliable information. This trust is 

essential for the proper functioning of 

democratic societies, as it ensures that citizens 

are informed and able to make decisions based 

on credible news sources. In the UK, where 

media plays a central role in shaping public 

opinion, the erosion of trust in journalism has 

profound implications for the media industry as 

well as for society at large. 

Public trust in journalism is influenced by 

several key factors, notably credibility, 

objectivity, and accuracy. Credibility refers to the 

media outlet’s reputation for providing truthful 

and reliable content. Audiences are more likely 

to trust outlets with a long-standing history of 

integrity and accuracy, as these outlets are seen 

as reliable sources of information. Objectivity 

involves the impartial presentation of facts 

without overt bias or partisanship. Objective 

reporting ensures that different viewpoints are 

represented fairly, allowing audiences to form 

their own opinions based on balanced coverage. 

Finally, accuracy is critical to sustaining trust, as 

false or misleading information undermines 

confidence in a news source. Journalists are 

expected to verify facts before publication, and 
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when this is not done, the public’s trust 

diminishes. In the digital age, the speed at which 

news is disseminated can sometimes 

compromise accuracy, especially when media 

outlets are competing to be the first to break a 

story. 

The role of misinformation and biases in eroding 

public trust has become increasingly 

pronounced in recent years. Misinformation 

refers to false or inaccurate information that is 

spread, regardless of intent. In many cases, 

misinformation is amplified by social media 

platforms, where unverified stories can go viral 

and reach large audiences before they are 

debunked. The spread of misinformation has 

made the public more skeptical about the 

authenticity of news stories, which has eroded 

trust in traditional news outlets. The rise of 

“fake news” has led to confusion, with people 

no longer certain about what is true and what is 

fabricated. 

Biases, whether political, ideological, or 

corporate, also play a significant role in 

diminishing trust. The perception that a news 

outlet is biased in its reporting can lead to 

doubts about the fairness and accuracy of its 

content. For example, if a news organization is 

seen as consistently favoring one political party 

or viewpoint over another, its credibility is 

compromised. Audiences may begin to question 

whether the information presented is objective 

or shaped by the outlet’s own biases. 

Furthermore, the emergence of echo 

chambers—where individuals consume news 

that aligns with their pre-existing beliefs—has 

worsened the situation, as people become more 

selective about which outlets they trust. This has 

led to a fragmented media landscape, where 

different segments of the population trust 

different news sources, often based on personal 

biases rather than a shared understanding of 

facts. 

In addition to misinformation and bias, the 

speed of news delivery in today’s digital media 

environment has made it more difficult for 

audiences to discern between reliable journalism 

and content designed to generate clicks and 

views. With news outlets under increasing 

pressure to produce content quickly, the 

emphasis on speed can sometimes compromise 

the quality and reliability of reporting. This has 

contributed to a growing perception of 

sensationalism and clickbait journalism, which 

further diminishes the public’s trust in media 

organizations. 

In the UK, surveys have shown a decline in 

public trust in the media in recent years. 

According to the Reuters Institute’s Digital 

News Report 2021, 40% of UK citizens reported 

that they had little or no trust in the news media. 

The rise of distrust can be attributed to the 

combination of the factors mentioned above, 

including the proliferation of misinformation, 

biases in reporting, and the growing sense that 

the media no longer serves the public good, but 

rather pursues commercial or political agendas. 

As trust in journalism continues to decline, 

media organizations face an urgent challenge to 

restore public confidence. This task is 

complicated by the complex nature of modern 

media, where news is consumed through 

multiple platforms, including social media, 

news apps, and websites, all of which influence 

how the public perceives the information they 

receive. To rebuild trust, media outlets must 

prioritize transparency, accuracy, and objectivity 

in their reporting, while also addressing the 

influence of misinformation and bias that has 

eroded public confidence in the first place. 

3. Public Opinion on AI-Generated News 

The rise of AI-generated news has brought with 

it a new set of challenges and opportunities in 

the media landscape. As AI-powered tools and 

platforms increasingly play a role in news 

production, the UK public’s perceptions of 

AI-generated content have become an important 

area of study. These perceptions are shaped by 

concerns over the authenticity, trustworthiness, 

and potential biases of AI-driven journalism. 

While some view AI as a useful tool that can 

enhance news delivery, others remain skeptical, 

raising questions about the reliability of content 

produced by machines instead of human 

journalists. 

In the UK, perceptions of AI-generated content 

are mixed. On one hand, there is growing 

recognition of the efficiency and speed with 

which AI can produce news. AI systems can 

analyze vast amounts of data quickly, identify 

trends, and generate reports on topics such as 

sports, finance, and weather with minimal 

human input. For example, AI is used by 

UK-based media outlets like the Financial Times 

and the BBC to produce real-time financial 

reports and sports recaps. These types of content, 

which rely on structured data, are often 

well-received by audiences who appreciate the 
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speed and accuracy of AI-generated updates. 

However, AI-generated content is also met with 

a degree of skepticism, particularly when it 

comes to more nuanced or investigative 

journalism. Public concerns tend to center on 

whether AI can truly grasp the complexity of 

human experience, emotions, and ethical 

considerations that are inherent in certain types 

of reporting. 

3.1 Trust Issues: Bias, Transparency, and 

Accountability 

One of the most significant trust issues related to 

AI-generated news is the potential for bias. AI 

systems are often trained on vast datasets, which 

can inadvertently contain biases reflecting the 

historical patterns present in the data. These 

biases can be reflected in AI-generated news, 

raising concerns that the content may 

inadvertently reinforce stereotypes, 

misinformation, or even political agendas. For 

instance, if an AI system is trained on biased or 

incomplete data, it might perpetuate these 

biases in the articles it generates. This is 

particularly troubling when it comes to news 

reporting, as biased news coverage can lead to 

misinformed audiences and further erode public 

trust in journalism. 

Transparency is another key issue that affects 

trust in AI-generated content. Audiences are 

often unaware of the processes behind the 

generation of AI-powered news. The lack of 

transparency regarding how an AI system 

selects and presents news can lead to concerns 

about the reliability and fairness of the content. 

Without clear communication about how AI 

operates, readers may be suspicious that certain 

viewpoints or topics are being prioritized or 

omitted without proper justification. In the case 

of human journalists, audiences generally expect 

that reporters will be transparent about their 

sources and methodologies. However, AI lacks 

the ability to provide this kind of clarity, and 

when the public is unaware of the algorithmic 

processes that shape news stories, it can create 

an atmosphere of distrust. 

The issue of accountability is equally significant. 

In traditional journalism, when errors occur or 

when a story is deemed inaccurate or biased, 

there is usually a clear line of 

accountability—journalists, editors, and media 

outlets can be held responsible. However, with 

AI-generated news, the lines of accountability 

are less clear. If an AI system produces a 

misleading or inaccurate story, who is 

responsible? Is it the developers of the AI system, 

the media outlets using the technology, or the 

algorithm itself? This ambiguity complicates 

efforts to hold AI-generated news to the same 

ethical and professional standards as 

human-generated content. The public’s 

skepticism toward AI journalism is further 

fueled by this uncertainty, as audiences often 

struggle to trust content that lacks clear 

responsibility. 

3.2 Differences Between Human-Generated and 

AI-Generated News 

A significant area of divergence between 

human-generated and AI-generated news lies in 

the perception of authenticity and emotional 

connection. Human journalists are generally 

seen as more capable of interpreting complex, 

sensitive issues and presenting them with 

empathy and nuance. For example, in covering 

stories related to human rights, politics, or 

personal experiences, human reporters are able 

to incorporate emotional intelligence and a 

deeper understanding of societal context. In 

contrast, AI-generated news may come across as 

more impersonal and mechanical, lacking the 

human touch that many readers expect in stories 

that deal with personal or emotive topics. 

Moreover, the credibility of news is often 

perceived to be higher when it is generated by 

human journalists, particularly in investigative 

reporting. Investigative journalism requires a 

level of judgment, ethical decision-making, and 

insight that AI systems currently lack. While AI 

can process vast amounts of data and identify 

patterns, it cannot yet replicate the critical 

thinking or contextual understanding that a 

human reporter brings to a story. This 

distinction contributes to a difference in how 

readers perceive the trustworthiness of news 

articles. AI-generated content is often seen as 

more objective and fact-based, but it lacks the 

investigative depth and personal perspective 

that human journalists provide. 

Additionally, accuracy is a critical point of 

comparison between human-generated and 

AI-generated news. AI excels at processing 

structured data—such as financial reports or 

sports scores—where accuracy is paramount, 

and human error is minimized. However, when 

it comes to complex narratives or stories with 

multiple human perspectives, AI struggles to 

ensure the same level of contextual accuracy. 
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While AI systems can be trained to identify facts 

and reproduce them in written form, they may 

still misinterpret nuances, tone, or the broader 

social context that human journalists are trained 

to recognize. This is particularly evident when 

AI systems generate stories based on unverified 

data, which can lead to the dissemination of 

incorrect or misleading information. 

In summary, while AI-generated news offers 

significant advantages in terms of speed and 

efficiency, it also faces challenges related to trust, 

transparency, and the limitations of machine 

understanding. Public opinion is divided, with 

some embracing AI as a tool that enhances news 

delivery and others expressing concerns about 

bias, accountability, and the emotional and 

ethical gaps between AI and human reporters. 

The differences between human-generated and 

AI-generated news, particularly in terms of 

emotional intelligence, authenticity, and 

investigative depth, highlight the ongoing 

debate about the future of journalism in the age 

of automation. 

4. Impact of AI on Public Trust 

The impact of AI on public trust in journalism is 

multifaceted, with both positive and negative 

consequences for media organizations and their 

audiences. As AI systems become more 

integrated into the newsroom, it is important to 

explore the effects they have on the credibility of 

news outlets and the trust that audiences place 

in their content. By analyzing case studies of AI 

adoption in UK journalism, we can gain a 

deeper understanding of how AI is reshaping 

the media landscape and its implications for 

public trust. 

4.1 Case Studies of AI Adoption in UK Journalism 

In the UK, several media organizations have 

adopted AI technologies to improve efficiency, 

reduce costs, and deliver content more quickly. 

One notable case study is the use of AI by the 

BBC, which has pioneered the integration of AI 

into its operations. The BBC has developed an 

AI tool called Juicer, which is designed to 

monitor and track news stories across a wide 

array of platforms, including social media and 

news websites. This tool analyzes data from 

multiple sources and helps journalists identify 

emerging stories or trends, thus allowing them 

to produce timely and relevant content. The use 

of Juicer has allowed the BBC to improve its 

news coverage by quickly identifying breaking 

stories, although it has also raised questions 

about the potential for AI to prioritize certain 

topics over others based on algorithmic patterns. 

Another prominent example is the Financial 

Times, which utilizes AI-driven tools for 

financial reporting. These tools automatically 

generate news articles based on structured data 

such as stock prices and earnings reports. The 

system allows the Financial Times to produce a 

large volume of reports in a short amount of 

time, ensuring that their readers receive 

up-to-date information on global markets. 

However, despite the clear benefits in terms of 

speed and efficiency, some critics have raised 

concerns that these AI-generated articles lack the 

depth and analysis of human-driven financial 

journalism. In particular, there is worry that an 

over-reliance on AI-generated financial content 

may lead to superficial reporting that fails to 

provide the context or insights necessary for 

informed decision-making. 

A third case study involves the The Guardian, 

which has experimented with AI to assist in 

various editorial tasks, including content 

curation and audience targeting. The Guardian’s 

use of AI has helped improve the 

personalization of its news delivery, ensuring 

that readers receive content that aligns with 

their preferences. However, as with other media 

outlets, concerns about bias and the 

transparency of AI algorithms persist, with some 

readers questioning whether the AI-driven 

recommendations are leading them to content 

that aligns with their own beliefs and ignoring 

diverse viewpoints. This has sparked 

discussions about the potential for AI to create 

echo chambers and reinforce existing biases 

among readers. 

4.2 How AI Affects Credibility and Audience Trust 

The impact of AI on the credibility of news 

outlets and audience trust is a delicate balance. 

On the one hand, AI can enhance the credibility 

of certain types of journalism, particularly those 

involving data-heavy subjects like finance, 

sports, and weather. AI’s ability to process vast 

amounts of data quickly allows for more 

accurate and timely reporting in these areas. For 

example, AI can analyze stock market trends or 

sports statistics in real-time, ensuring that news 

outlets can provide the latest updates to their 

audience. 

On the other hand, there are concerns that AI’s 

involvement in news production may erode 

trust, particularly when it comes to more 
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subjective or complex forms of journalism. 

AI-generated content may lack the depth, 

nuance, and critical analysis that human 

journalists bring to investigative reporting or 

stories about social issues. Moreover, the public 

may be less willing to trust content produced by 

algorithms, especially when it comes to topics 

that require emotional intelligence or ethical 

considerations. For instance, stories about 

human rights, politics, or social justice may 

require a level of empathy and understanding 

that AI cannot replicate. When AI-generated 

news is perceived as impersonal or disconnected 

from human experience, audiences may 

question its authenticity and reliability. 

In addition, AI-generated news faces challenges 

related to perceived bias. AI systems are only as 

unbiased as the data they are trained on, and if 

that data contains biases—whether in the form 

of historical inequalities or imbalanced 

perspectives—the AI-generated content may 

reflect those same biases. This can be 

particularly problematic in areas like political 

reporting, where perceived bias can severely 

impact the credibility of a news outlet. If the 

public perceives that an AI system is favoring 

one political viewpoint over another, it can 

erode trust in the entire news organization. 

4.3 The Role of Transparency in Mitigating Concerns 

About AI Content 

Transparency plays a critical role in addressing 

the concerns surrounding AI-generated news. 

One of the key reasons why AI-generated 

content is met with skepticism is the lack of 

understanding about how AI systems work and 

how decisions are made. When AI is involved in 

news production, it is crucial for media outlets 

to disclose how AI tools are being used and how 

they influence the content that is generated. 

Transparency helps to build trust by ensuring 

that audiences understand the role of AI in news 

production and can critically assess the 

information they receive. 

For example, if a news outlet uses AI to generate 

content, it should make this process clear to the 

public. This could include disclosing which AI 

systems are being used, what data is being 

processed, and how the final content is curated. 

Furthermore, media organizations should be 

transparent about the oversight mechanisms in 

place to ensure the accuracy and fairness of 

AI-generated content. By providing this level of 

transparency, media outlets can mitigate some of 

the trust issues associated with AI-generated 

news and help audiences understand that AI is 

being used responsibly and ethically. 

Another important aspect of transparency is 

explaining the limitations of AI. While AI can be 

an effective tool for generating certain types of 

news, it is not infallible. News outlets should 

acknowledge that AI may not be able to capture 

the same depth of analysis or empathy that a 

human journalist can provide, particularly in 

more complex or sensitive topics. By being 

upfront about the strengths and weaknesses of 

AI, media organizations can manage public 

expectations and demonstrate their commitment 

to responsible journalism. 

In summary, the adoption of AI in UK 

journalism has both positive and negative 

implications for public trust. Case studies from 

organizations like the BBC, Financial Times, and 

The Guardian highlight how AI can enhance 

efficiency and content delivery but also raise 

concerns about bias, accountability, and 

transparency. While AI has the potential to 

improve certain aspects of journalism, its 

integration into news production must be 

accompanied by a commitment to transparency 

and a critical awareness of the challenges that AI 

presents for credibility and trust. Ultimately, the 

success of AI in journalism will depend on how 

well media outlets address these concerns and 

ensure that AI serves to enhance, rather than 

undermine, the public’s trust in news. 
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