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Abstract 

In this study, I analyzed and predicted the temperature data of Baoji. First, I processed the data with 

outliers and explored the seasonal variation pattern of the temperature data through seasonal 

decomposition. Through the ADF unit root test, I confirm that the temperature data are non-stationary 

time series. 

To make the prediction, I built the SARIMA model and adjusted the model parameters to get the best 

performance. I tried different autoregressive orders, difference orders, moving average orders, and 

seasonal periods, and selected the optimal model by comparing the model fitting effect and prediction 

ability. 

Finally, I made a temperature prediction for some time in the future based on the SARIMA model I 

built. The forecast results show that the temperature shows a gradually increasing trend in the given 

time range. This conclusion is based on my evaluation of the model and analysis of the predicted 

results. 

Although I have achieved some useful results through the analysis and prediction of temperature data, 

there are still some limitations to this study. The method of handling outliers in the data processing 

stage may need further improvement to improve the accuracy of the data. In addition, I only used the 

SARIMA model for the prediction, and the application of other time series models may yield more 

accurate results. 

In summary, this study predicted the temperature data through time series analysis and SARIMA 

model and came to the conclusion that the temperature gradually increased. Future research can be 

carried out from the aspects of improving data processing methods and applying more time series 

models to improve the accuracy and reliability of temperature prediction. 
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1. Introduction 

Time series analysis has important application 

value in many fields. By modeling and 

forecasting the trend, seasonality, and 

periodicity of data, it can provide a useful 

reference for decision-making. The purpose of 

this study is to analyze the time series of the 

temperature data of a city and to provide 

support for climate research and related 
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decision-making of the city by predicting future 

temperature change. 

1.1 Data Source and Description 

The temperature data used in this study were 

obtained from historical meteorological records 

provided by the Bureau of Meteorology. The city 

studied is Baoji City, and the data cover the daily 

temperature observation data for nearly 10 years. 

The data records the maximum and minimum 

temperatures in the city on a daily basis. 

1.2 Data Preprocessing 

It is necessary to preprocess the data before time 

series analysis. First, I calculated the descriptive 

statistics of the data, including the minimum, 

maximum, lower quartile, upper quartile, and 

median, to get an idea of the overall distribution 

of the data. Second, I checked the data for 

missing values and outliers. For missing values, 

I use interpolation to fill in or adopt an 

appropriate missing value handling strategy. For 

outliers, I do this by identifying extreme values 

that are outside the expected range and 

correcting or excluding them. 

In order to better understand the characteristics 

of the data, I drew various graphs of the data. 

Includes scatter plots to show the overall 

distribution and outliers of the temperature data; 

Histogram to reveal the distribution pattern of 

temperature data; Box plot to show outliers and 

central trends of temperature data; And time 

series charts to observe trends and seasonal 

changes in temperature data. 

Through data preprocessing and visual analysis, 

I can better understand the characteristics of 

temperature data and provide a reliable data 

basis for subsequent time series modeling and 

prediction. 

2. Relevant Theories and Models Are 

Introduced 

Time series analysis is a statistical method of 

studying a collection of data that changes over 

time, in which the data is arranged in the order 

of time. The time series model is a tool for 

modeling and forecasting such data sets. 

Common time series models include AR model, 

MA model, ARMA model, and so on. 

AR models (autoregressive models) are those 

that predict the value of the present moment 

based on the observed value of the past moment. 

MA model (moving average model) refers to the 

prediction of the value of the present moment 

based on the error term of the past moment. 

The ARMA model (autoregressive moving 

average model) is a combination of AR model 

and MA model, which takes into account the 

observed values and error terms in the past time. 

The order of the ARMA model (P, Q) represents 

the number of past observations and error terms 

considered in the model. 

In practical application, determining the type 

and order of the time series model is a key step. 

Generally speaking, the type and order of the 

model can be preliminarily judged by observing 

the autocorrelation function (ACF) and partial 

autocorrelation function (PACF). ACF measures 

the relationship between time series 

observations and their lag values, and PACF 

measures the relationship between time series 

observations and their lag values, eliminating 

the influence of other lag values. 

• The specific steps are as follows: 

• Check the stationarity of time series data. 

If the time series is non-stationary, 

differential operations are performed 

until a stationary series is obtained. 

• Draw ACF and PACF images. 

According to the peak and trailing 

characteristics of ACF and PACF images, 

the type and order of the model are 

initially determined. 

• If ACF is trailing and PACF is truncated, 

it may be an MA model. 

• If ACF is truncated and PACF is trailed, 

it may be an AR model. 

• If ACF and PACF are trailing, it may be 

an ARMA model. 

The order of the model is determined by 

information criteria (such as AIC, BIC). AR, MA, 

or ARMA models of different order are used to 

calculate the corresponding information criteria, 

and the model with smaller information criteria 

values is selected as the best model. 

Model diagnosis is performed on the selected 

model. The selected model can be judged by 

checking the stationarity of model residuals, 

autocorrelation graphs, normal distribution, and 

so on. 

3. Empirical Analysis 

• Import the necessary packages and read 

the data set: 

First, import the required packages, including 
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TIDYVERSE, ASTSA, FORECAST, and so on. 

Then use the READ_CSV function to read the 

data set and save the data in a data box called 

BAOJI. 

3.1 Statistical Descriptive Statistics  

Calculate the MEAN, standard deviation, and 

descriptive statistics of the data using the 

SUMMARY, mean, and SD functions, and 

output the results. 

Data interpolation or filling in missing values:  

Depending on the code comments, you can 

choose to use interpolation or the mean to fill in 

missing values in the data. Corresponding code 

examples are provided in the comments. 

Plot time series charts and seasonal breakdown 

charts:  

PLOT the time series data using the plot 

function to see the overall trend of the data. The 

DECOMPOSE function was then used for 

seasonal decomposition and the PLOT function 

was used to plot seasonal subsequences. 

3.2 Outlier Handling 

Use the BOXPLOT function to plot a boxplot of 

the data to detect the presence of outliers. Based 

on the code in the comment, you can compute a 

threshold range for outliers, use the SUBSET 

function to remove outliers from the dataset, 

and then use the BOXPLOT function to draw a 

box plot again to verify the processing. 

To draw a histogram:  

Plot a histogram of the data using the HIST 

function to observe the distribution of the data.  

Stationarity analysis:  

The unit root test is performed on the data using 

the ADF. TEST function to determine the 

stationarity of the data.  

3.3 Differential Operation  

Differential manipulation of the data using the 

DIFF function to eliminate trends or seasonality 

in the data. The number of differences can be 

judged by observing the data graph and 

autocorrelation graph after the difference. 

Autocorrelation and partial autocorrelation 

analysis:  

The ACF2 function is used to draw the 

autocorrelation and partial autocorrelation of 

the data after the difference.  

3.4 Model Fitting and Prediction 

Use the SARIMA function to fit the ARIMA 

model and select the appropriate parameters (P, 

D, Q, S), then use the SARMI function to make 

the model prediction and determine the time 

range of the prediction. 

4. Conclusion and Prospect 

4.1 Conclusion 

1) Data processing: In the data processing 

stage, we processed the abnormal value of 

the temperature data, determined the 

threshold range of the abnormal value 

through the box plot, and removed the 

abnormal value from the data.  

2) Data characteristics: Seasonal decomposition 

of temperature data was carried out, and a 

seasonal subsequence diagram was drawn. 

In addition, through the ADF unit root test, 

we confirm that the temperature data are 

non-stationary time series.  

3) Model building: We tried the SARIMA 

model to predict the temperature data. By 

adjusting the model parameters, including P 

(autoregressive order), D (difference order), 

Q (moving average order), and S (seasonal 

period), we performed multiple model 

training and predictions and compared the 

performance of different models. 

4.2 Outlook 

1) Data processing improvement: In the data 

processing stage, we used a simple boxplot 

method to deal with outliers, but this 

method may not capture all outliers. The 

next step can be to try using more 

advanced outlier detection methods to 

improve the accuracy of data processing.  

2) Data characteristics research: Seasonal 

decomposition of temperature data is an 

important step, but we can further delve 

into the degree of influence and change 

pattern of seasonality to better understand 

and interpret the characteristics of data. 

3) Model improvement and optimization: 

When building the SARIMA model, we 

made many attempts and selected the best 

model. However, we can try to use other 

time series models such as VAR (vector 

autoregressive model) or ES (exponential 

smoothing model) to get more accurate 

predictions.  

4) Result evaluation and feedback: For the 

established model, we need to evaluate and 

verify the predicted results. A number of 
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evaluation measures, such as root mean 

square error (RMSE) and mean absolute 

percentage error (MAPE), can be used to 

assess the accuracy of the model and 

provide feedback and improvements to the 

results. 

Overall, although the above code provides some 

useful analysis and prediction results, there is 

still room for improvement. By improving data 

processing methods, delving into data 

characteristics, optimizing model selection, and 

evaluating forecast results, we can improve the 

accuracy and reliability of time series analysis 

and provide better support for future 

predictions and decisions. 
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